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Controlling complex robots with many degrees of freedom (DoF) such 

as the All-Terrain Hex-Limbed Extra-Terrestrial Explorer (ATHLETE) can 
be difficult and unintuitive for operators using conventional input modalities. 
An application was built to allow operators to control the position and 
orientation of a simulated ATHLETE’s end effector using zSpace, a system 
incorporating a virtual-holographic 3D display and a tracked stylus 
providing 6 DoF input. Operators can command ATHLETE’s end effector to 
match the position and orientation of the stylus in a natural manner. This 
application could be used by operators to plan, simulate, and control 
ATHLETE movements as it drills into the surface of an asteroid in future 
missions.  

 
I. Introduction and Background 

 Simple robots with fewer degrees of freedom (DoF) may often be teleoperated via 
conventional input modalities, such as using a joystick or a mouse and keyboard. However, this 
is often impractical when trying to control complex robots with many DoF, such as the All-
Terrain Hex-Limbed Extra-Terrestrial Explorer (ATHLETE) (Fig. 1). ATHLETE has six limbs, 
and each limb has six DoF2. The limbs can be used as legs in rolling across a surface using 
wheels or in walking if the wheels are locked. Various end effectors including augers and claws 
can be attached to the wheel and the limbs can then be used as arms. The robot was originally 
designed for use on the Moon in moving and manipulating cargo [1]. However, it is now being 
repurposed for a possible future mission to an asteroid in which it would conduct tasks such as 
drilling into the surface and taking samples. This paper will describe a new interface using a 
6DoF tracked stylus and virtual-holographic 3D display that could be used by operators to 
naturally and easily control the position and orientation of ATHLETE’s end effector, such as a 
drill in asteroid surface operations scenarios. 

Conventional input modalities are often insufficient when controlling complex high DoF 
robots such as ATHLETE. It would be time consuming and inefficient for an operator to 
manually set joint angles for each limb with a keyboard and mouse. Furthermore, mappings 
between a joystick and a 6 DoF limb may be unintuitive. In previous years, work has been 
conducted at JPL to develop more natural ways to control robots with many DoFs such as 
ATHLETE. For example, the Tele-Robotic ATHLETE Controller for Kinematics (TRACK) is a 
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physical one-eighth-scale model of an ATHLETE limb that has sensors to determine each of its 
joint angles [2] (Fig. 2). The user can manipulate the model to a desired configuration and the 
joint angles from the model can be sent to ATHLETE ground software to command limb 
movement. While this device may be useful for teleoperation, it is still fairly manual in that the 
user must physically move the joints on the model to the desired angles. Also, since it is a 

physical model, it can be hard to visualize it in the 
appropriate environment in which ATHLETE is in. For 
example, if ATHLETE was about to drill into a rock, the 
operator would have to imagine that rock as he moved the 
TRACK device accordingly.  

Currently, when ATHLETE engineers want to use 
an end effector, such as a drill, they have a person standing 
next to the robot as it performs the action, who calls out 
movements and alerts if unsafe conditions are created. 
Operators can use “pre-canned” sequences to get certain leg 
configurations and movements, but those may not be 
completely precise due to sag in the leg. Operators may 
need to tweak the leg position in these situations. In an 
actual future mission to an asteroid, such human-involved 
and manual operation would be impractical. In an effort to 
make this unnecessary and improve upon previous work, a 
project was undertaken to develop a new method of 
controlling ATHLETE’s end effector. 

 
 

 
Figure 1: ATHLETE in the Microgravity Testbed, where it is being repurposed for a 
possible future asteroid exploration mission. (Tri-ATHLETE version with 6 DoF limb 

configuration) 

 
Figure 2: Tele-Robotic 
ATHLETE Controller for 
Kinematics (TRACK) 



II. Developing a New Control Method 
 A new method of controlling the position and orientation of ATHLETE’s end effector 
was developed using a device called zSpace, which provides a virtual-holographic experience 
(Fig. 3). A virtual-holographic workstation is defined as a system including head tracking, 
stereoscopic rendering, a view that changes in real time (at or past the human detection 
threshold), and a six degree of freedom input device [3]. The zSpace device consists of three 
components, the main unit, a stylus, and passive polarized glasses. The main unit includes the 3D 
display as well as two infrared projectors and two infrared tracking cameras. The stylus and 
glasses are equipped with infrared-reflective markers that enable the zSpace software to use the 
camera data to compute the position and orientation of the stylus and glasses with a high degree 
of accuracy. Knowing the position and orientation of the glasses enables the system to use head 
tracking, in other words, the scene that the user sees is rendered differently as the user moves his 
head around the unit and looks from different angles to give a realistic experience. Knowing the 
position and orientation of the stylus enable it to be used as a six degree of freedom input device.  

 
To use zSpace in creating an application for controlling ATHLETE’s end effectors, it was 
determined that it would be most natural to have ATHLETE’s end effector match the position 
and orientation of the stylus. That is, as the user moves or rotates the stylus in real life, a virtual 
stylus in the scene follows the same movement and rotation. A simulated ATHLETE in the scene 
would move its end effector to track with the virtual stylus (Fig. 4, 6).  

A central component of creating this application was the Unity game engine. Unity offers 
the ability to prototype and create applications at a fast pace. Furthermore, Infinite Z, the 
company which produces the zSpace device, released a plugin that integrates a Unity project 
with their system. An early release version of the zSpace Unity plugin was eventually made 
available, and although it had some bugs and offered no documentation, it was used to create an 
application in which the user could control ATHLETE’s end effector using the tracked stylus. In 
the future, it is expected that a better, more comprehensive plugin will be released, at which 
point, the application could be upgraded. 

To get ATHLETE’s limbs to move correctly so that the end effector would match the 
virtual stylus, the author initially used a numerical inverse kinematics solution. However, it could 

 
Figure 3: The zSpace device, including the 3D display with built-in infrared projectors 

and infrared tracking cameras as well as the stylus and passive polarized glasses. 



only match a target position (not a target orientation as well), and had oscillation issues. Later 
on, the author was given access to the ATHLETE flight software. The inverse kinematics 
analytical solution was taken from the flight software and put into the Unity project, allowing the 
simulated ATHLETE model to accurately match the target position and orientation. It was also 
used to compute a reachability map over the asteroid. Points that ATHLETE can currently reach 
with its given base position and the orientation of the end effector are displayed in green (Fig. 4). 
The reachability map and the limb configuration are updated every frame. The system has fairly 
good performance, although some optimization could be performed. Using head tracking, the 
user can move around the zSpace device, and get different perspectives on ATHLETE as he 
positions the end effector. He can also step closer to the device to zoom in and move away to 
zoom out.  
 

 
Further work was done to allow users to freeze the configuration of the leg and unfreeze it by 
pressing a key. A demo drilling procedure was also created in which the user must drill at a 
target rock at a certain angle, while paying attention to gauges showing simulated data such as 
the drill motor current, revolutions per minute, and drill depth in the asteroid (Fig. 5). 
 

 
Figure 4: Screenshot of the application with stereoscopic rendering turned off. Green 

points on the asteroid are reachable with the current stylus orientation and ATHLETE 
position. The magenta pointed cylinder in the scene represents the virtual stylus, which 
tracks with the real stylus as the user moves and rotates it. Notice how the ATHLETE 
inverse kinematics flight software has been used to configure the limb properly so that 

its end effector, a drill, matches the position and orientation of the virtual stylus.  



III. Conclusions 
 Overall, the application offers a natural and intuitive way to control the position and 
orientation of ATHLETE’s end effector. Future work could be done to extend the application to 
more uses besides planning drilling motions. It could also be used for planning claw motions and 
manipulations. As more development is completed on the zSpace Unity plugin, upgrades to the 
application would also be beneficial. Currently, evaluation and user testing is being conducted 
with ATHLETE operations personnel and rover planners. 
 

 

 
Figure 5: Drilling demo with target rock (brown) and gauges showing motor current, 

RPM, and drill depth. 
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Figure 6: User positioning the end effector with the device as part of the drilling 

application. Notice the stereoscopic rendering and stylus usage. 


